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Computational fluid dynamics (CFD), numerical analysis and simulation tools of fluid flow processes have
emerged from the development stage and become nowadays a robust design tool. It is widely used to
study various transport phenomena which involve fluid flow, heat and mass transfer, providing detailed
information for spatial and temporal distributions of flow speed and direction, pressure, temperature and
species concentration. The CFD tools provide a cost-effective way of carrying out equipment and process
design and optimization, and can reduce risk in equipment modification and process scale-up. In recent
years, CFD modeling has been gaining attraction from the agri-food industry. The present paper provides
a state-of-the-art review on various CFD applications to improve crop farming systems such as, soil till-
age, sprayers, harvesting, machinery, and greenhouses. The challenges faced by modelers using CFD in
precision crop production are discussed and possibilities for incorporating the CFD models in decision
support tools for Precision Farming are highlighted.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

Historically agriculture has covered the expansion of human
population by boosting its productivity. In the last century most
of this increased productivity was the result of genetic improve-
ment of crops and use of chemicals and machinery. In the next
years agriculture is expected not only to produce food and raw
material but also to maintain the landscape and contribute to the
reduction of Greenhouse Gases (GHGs) in the atmosphere. It is
anticipated that the new increase in productivity in the next
50 years can also be the result of Information and Communication
Technology (ICT) use in agriculture.

The introduction of advanced ICT in agriculture has enabled
farmers to acquire huge amounts of site-specific data for their farms,
with the ultimate aim to improve their decision-making process
(Blackmore, 2000). Precision Agriculture, Site-Specific Management,
Precision Farming are all synonymous of innovative agricultural
techniques to improve production and reduce environmental pollu-
tion. Precision Agriculture (PA) can be defined as ‘‘the application of
technologies and principles to manage spatial (in-field) and
ll rights reserved.

: +30 24210 96750.
s).
temporal (over time) variability associated with all aspects of
agricultural production for the purpose of improving crop perfor-
mance and environmental quality’’ (Blackmore et al., 2003). The first
applications of PA started in the early nineties but the initial adop-
tion started at the end of nineties.

The PA is intrinsically information intensive, and farmers face
many difficulties in efficiently managing the enormous amount
of data they collect. They may lack sufficient time or are reluctant
to invest the time needed to analyze the data and interpret the
information. Additionally, the economic benefits of PA practices
have not been proven yet, especially applications such as variable
rate of nitrogen application and patch spraying (Swinton and
Lowenberg-DeBoer, 1998; Pedersen, 2003). The challenge is to
identify the usefulness, importance and relevance of the gathered
data for optimizing farm efficiency. It became clear that it is not
a lack of available data that will impede progress in PA. Farmers
have to think systematically about their information needs, the
costs of information, alternative sources and the value of the infor-
mation, identifying what is the necessary data to collect before
making decisions (Fountas et al., 2006). There is no ‘‘cook-book’’
available on how to systematically analyze the gathered data to
help them make farm management decisions. This has become a
drawback on the wide adoption of PA worldwide. It becomes more
evident that the analysis and interpretation of PA data will be a
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new role for agronomists, as separate service or as complimentary
to agrochemical and fertilizer suppliers.

Numerical modeling techniques such as CFD can offer an effec-
tive way of accurately quantifying the influence of machinery
design, environment parameters and weather conditions within a
virtual environment. Thus, the amount of physical experimenta-
tion can be reduced considerably, although, as of yet, not elimi-
nated. CFD is a simulation method that can efficiently estimate
both spatial and temporal field fluid pressure as well as other
chemical and environmental scalars, and the method has proven
its effectiveness in system design and optimization within the
chemical, aerospace, and hydrodynamic industries (Zhang et al.,
2006). The ubiquitous nature of fluids and their influence on sys-
tem performance has caused a widespread take-up of CFD by many
other disciplines. As a developing modeling technique, CFD has
received extensive attention throughout the international research
and industrial community. As a result, CFD became an integral part
of the engineering design and analysis environment of many com-
panies because of its ability to predict the performance of new
designs or processes prior to manufacturing or implementation
(Schaldach et al., 2000).

The application of CFD in precision crop production has been
concentrated mainly on greenhouse systems and the optimization
of sprayers. Few works have been done to optimize the design and
functioning of harvesting machines and some to analyze soil char-
acteristics during tillage.

The present work reviews the main issues in the context of the
current status and capabilities of CFD in precision crop production
and identifies its potential for contributing in the design of more
efficient decision support systems for Precision Agriculture
applications.
2. Applications of CFD in precision crop production

2.1. Tillage

Tool interaction with agricultural soil during tillage deals with
soil cutting, inversion, pulverization, compaction and traction. Till-
age is associated with large soil deformation and soil translocation.
Studies of soil-tool interaction in tillage focus investigation on en-
ergy requirement and soil failure pattern. Pressure exerted by soil
on the tillage tool that is associated to draft requirement and its
distribution with respect to tool wear, is an important parameter
in determining tool size and shape. Numerical methods have been
preferred over analytical and empirical methods in recent past to-
ward optimizing design parameters in tillage mechanics. Even
though last few decades, computational methods have been ap-
plied to study tillage mechanics, some unanswered aspects remain
mainly due to the complexity of tillage dynamics. Fluid flow ap-
proach using computational fluid dynamics (CFD) modeling has
been found to have great relevance in analyzing and predicting
large soil deformation in tillage.
Fig. 1. Soil tool idealization (Desai and Phan, 1980).
2.1.1. Soil dynamics in tillage
Though tillage is a dynamic process, most of the previous stud-

ies are based on quasi-static analysis following the passive earth
pressure theories. During tillage, soil particles move ahead and
around the tool as they fail in shear. As the tool engages soil during
tillage, undisturbed stiff soil sustains the exerted tool thrust up to
its elastic limit before failing in shear. Soil shear failure can be visu-
alized and analyzed as a flow pattern in front and around the cut-
ting tool. Soil failure front, the maximum longitudinal distance of
the disturbed soil from the tool face, is associated with slip surfaces
generated by yielding and plastic deformation. The advancement
of the soil failure front depends on the operating speed, tool shape
and size, tool orientation, and the soil conditions.

The assumptions involved with most of the analytical and
numerical models based on earth pressure theory neglect the iner-
tial forces and are suitable only for predicting the forces on a narrow
tine moving at very slow speed. Moreover, due to the limitations of
the constitutive relationships, the dynamic nature of tillage has not
been represented in a realistic way with the widely studied finite
element method (FEM) approach (Yong and Hanna, 1977; Liu and
Hou, 1985; Chi and Kushwaha, 1990; Wang and Gee-Clough,
1991). Conservation tillage necessitates high speed of operation
for energy efficiency and optimization of soil disturbance. It was
suggested that other numerical tools should be combined with
FEM to enable evaluation of overall behaviors of tillage implements
(Plouffe et al., 1999).
2.1.2. CFD in tillage mechanics
Traditional stress–strain relationships of agricultural soil defor-

mation that rely on the empirical geotechnical engineering prac-
tices fail to address key features of soil structural dynamics
(Ghezzehei and Or, 2001). The engineering soil mechanics approach
is based on equilibrium state stress–strain relationships for the
study of soil deformation, while deformations in agricultural soils
rarely reach equilibrium (Or, 1996). Soil shear rate with respect to
the tool operational speed plays a very important role in analyzing
and optimizing high speed tillage. Computational fluid dynamics
was applied to the flow of sludge in a manure spreader (Thirion,
2002). Davison et al. (2002) studied soil flow over augers using a
CFD code.

Analytical methods have their limitations to address the prob-
lem with complex tool geometry, dynamics of the tool and soil
failure pattern. There have been studies on the dynamic analysis
of the soil-tool interface using numerical methods like FEM, dis-
crete element method (DEM) and artificial neural networking
(ANN). Though these numerical methods have been able to solve
some of the complex system parameters, dynamic features related



Fig. 2. Velocity profile showing furrow formation behind the tool and soil build-up in front of tillage tool (Karmakar, 2005).

1 For interpretation of color in Figs. 2–4, 6–11, 14–16, 19 and 20 the reader is
referred to the web version of this article.
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to the soil failure front and soil deformation patterns have not been
addressed to the level of satisfaction.

Soil is highly non-linear and needs characterization as nonlinear
plastic or visco-plastic material (Desai and Phan, 1980). The inter-
particulate contact zones within the soil mass can be viscous in
nature leading to a non-linear rate dependent response (Keedwell,
1984). Soil deformation under steady state stress can be described
by a simple linear model of viscoplasticity, the Bingham rheologi-
cal model (Vyalov, 1986). Study of soil-tool interface mechanism in
connection with soil rheology from fluid flow perspective will lead
to a better understanding of tillage dynamics.

Desai and Phan (1980) speculated and suggested a general case
of the three-dimensional soil tool interaction in which the tool is
moving relative to the soil as shown in Fig. 1. Thus the soil shear
failure due to the translation of the tool is analogous to the fluid
flow over a blunt body. The velocity vectors of the soil particles
as they encounter with the tool and soil failure front propagation
can be derived from a fluid mechanistic approach.

2.1.3. CFD modeling of tillage tools
Study in tillage tools modeling mainly focus on energy require-

ments to operate a tool at different soil, tool and system conditions.
Soil pressure exerted on tool surface was also simulated using CFD
(Karmakar, 2005). Mathematical modeling was based on Navier
stokes relationships for incompressible, single phase soil flow in
a free-surface flow channel with specific boundary conditions.
Using CFD the soil was treated as a visco-plastic fluid using the
Bingham-plastic material model. Dynamic analysis of soil-tool
interaction with CFD helped understand visco-plastic soil flow
phenomena and formation of furrow and soil build-up around
the tool (Fig. 2). Free-surface simulation improved the prediction
and description of the dynamics of soil-tool interaction and
enabled visualization of soil surface deformation representing
furrow formation at the back of the tool and ridge formation in
front of the tool (Karmakar and Kushwaha, 2005).

Pressure bulbs in front and around the tool, depicting the soil
stress due to the tool motion is shown in Fig. 3 (Karmakar et al.,
2007). The contour lines describe the range of pressure on the hor-
izontal plane at halfway below the soil surface i.e., at 50 mm depth.
The normal stress on the soil in front of the tool at 50 mm depth and
1 m s�1 operating speed decreased from 177 to 20 kPa along the
direction of motion forming a set of pressure bulbs. A negative pres-
sure zone existed behind the tool due to flow suction and pressure
drop. Pressure distribution on the tool surface (50 mm � 100 mm)
shown as color1 fringe plots indicates that the maximum pressure
zone (area of pressure concentration) lies near the tool tip
(Figs. 4 and 5).

CFD analysis of dynamic soil-tool interaction revealed many
interesting features of viscoplastic soil flow and the soil deforma-
tion pattern including pressure pattern on the tool surface towards
modeling energy requirement. The flow dynamics near the tool in
the flow domain is of major interest with respect to soil failure
front. Soil disturbance zone due to the tool interaction was ob-
tained from this axial velocity profile of the soil particles (Karma-
kar and Kushwaha, 2005).

Computational fluid dynamics modeling indicated dynamic
viscoplastic soil deformation patterns with distinct plug and plastic
flow regions (Karmakar and Kushwaha, 2007). Plastic soil failure
pattern was nicely visible due to the formation of pressure bulbs.
Pressure bulbs were the boundary or contours of the soil failure
lines or slip lines. Soil failure front associated with tool speed
was also obtained from the longitudinal velocity patterns and yield
surfaces. Pressure concentration on the tool surface was found at



Fig. 3. Pressure (kPa) contours on the horizontal plane at 1 m s�1 tool speed
(Karmakar et al., 2007).

Fig. 4. Pressure (kPa) fringe plot on the vertical plane at 1 m s�1 tool speed
(Karmakar et al., 2007).

Fig. 5. Pressure distribution on the tool surface at 1 m s�1 tool speed (Karmakar,
2005).
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the bottom. The critical speed range could also be found using this
approach that would help optimize the tool operating speed for
creating desired soil deformation for preparing seedbed.

Steady-state CFD only and transient two-way fluid-structure
interaction simulations were run to predict draft and vertical
forces on a spring-reset field cultivator standard (Barker, 2008).
The results indicate that CFD method can be used to reasonably
predict the draft force to within three standard deviations of the
average measured draft. The method was successfully used to
determine tool shape for optimizing draft requirement.

2.1.4. Validation of CFD modeling
Experimental validation of CFD modeling was done for a 40 mm

wide narrow tillage tool operating at four different depths of 40,
80, 120, and 160 mm at four different operating speeds of 1, 8,
16 and 24 km h�1 in clay loam soil (Karmakar et al., 2009) Simula-
tion results over-predicted tool draft in comparison to the experi-
mental values. The difference between the predicted and measured
draft were not consistent and ranged from 1% to 42%. The agree-
ment of simulation data with experimental values was higher at
shallow depth of operation and lower tool operating speed. The
correlation coefficient between the simulation and experimental
draft were found to vary from 0.9275 to 0.9914.

Soil pressure on the tool surface and the resulting draft pre-
dicted by CFD modeling were very close when compared to pub-
lished data based on finite element analysis on similar studies
(Karmakar et al., 2007). CFD modeling of tillage indicated that soil
pressure on the tool surface, which was considered as direct
parameter in calculating draft requirement, increased with speed
(Karmakar et al., 2007).
2.2. Sprayers

Despite ever more stringent market requirements, spray appli-
cations of pesticides and other pest or disease control strategies
have ensured a continuous production of high quality crops. How-
ever, improper applications of pesticides can cause excessive or
inadequate pesticide to be similarly delivered to target and non-tar-
get areas, resulting in greater production cost, worker exposure,
environmental contamination, and adverse impacts on vulnerable
ecosystems. Proficient applications of pesticides often are encum-
bered by use of various equipment and methods. Many factors
influence the efficiency and effectiveness of sprayer performance
to control pests. Among them are the droplet size and density,
distance from atomizer to target, droplet velocity, direction of dis-
charge from atomizer, volatility of spray fluid, wind velocity and
direction, relative humidity, ambient temperature, atmospheric
turbulence intensity, crop canopy structure, and crop planting pat-
tern. Many field tests have been conducted to study the influence of
these variables on sprayer performance. However, the uncontrolla-
ble limitations of weather conditions and crop structures and the
influence of variables on spray performance may interact and vary
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during field tests. A seldom considered deficiency is our inability to
integrate these uncontrollable variables into a decisive strategy.

Most computer simulations for pesticide spray applications
focus on droplet movement and air flow after they are discharged
from sprayers and spray droplet displacement under simplified
field conditions. Lagrangian trajectory approach is used to calculate
droplet movement in laminar or turbulence air flow fields. CFD
accuracy to determine the relative effects of droplet size, wind
speed, turbulent intensity, initial droplet velocity, droplet discharge
height, temperature and relative humidity on droplet displacement
(Reichard et al., 1992b; Zhu et al., 1994) and collection efficiency
(Zhu et al., 1996) was validated in a wind tunnel (Reichard et al.,
1992a). The greatest difference between measured and simulated
droplet displacement in the wind tunnel was 5.4% for the droplet
sizes ranging from 148 to 424 lm and wind velocities ranging from
0.5 to 6.2 m/s. Spray drift potentials from ground sprayers were also
simulated (Brown and Sidahmed, 2001; Sidahmed and Brown,
2001; Baetens et al., 2007; Nuyttens et al., 2011), to improve
sprayer performance (Weiner and Parkin, 1993; Molari et al.,
2005), assist design of a pneumatic shielded spraying system for
increasing spray deposition and reduce spray drift (Tsay et al.,
2002a, 2002b), simulate jet flow in sprayer tanks to increase tank
mixture uniformity (Ucar et al., 2001), and simulate air flow and
droplet movements inside canopies for an air-assisted orchard
sprayer to increase spray deposition on leaves (Delele et al., 2005;
Endalew et al., 2010a, 2010b, 2010c). Tsay et al. (2002b) used CFD
simulation to evaluate different designs of mechanical shields at-
tached on boom sprayers and demonstrated that the addition of a
double-foil shield (Fig. 6a) on a sprayer could reduce potential spray
drift up to 50% while adding an inclined plate ahead of the shield
(Fig. 6b) would worsen the shield performance. With CFD simula-
tions Endalew et al. (2010c) were able to determine droplet trajec-
tories inside pear canopies for choosing optimal nozzles for air-
assisted tower sprayers to maximize droplet deposition on leaves
and minimize off-target loss (Fig. 7).

However, the complexity of CFD operation limited its practical
use in spray applications. Hence, the approach of CFD was simpli-
fied with the development of DRIFTSIM that is based on a large
data base of drift distances calculated from the FLUENT program
(Zhu et al., 1995). The DRIFTSIM program quickly estimates the
mean drift distances of water droplets discharged from sprayer
atomizers for spray applicators without any CFD experience. Hol-
terman et al. (1997) developed a random-walk model (IDEFICS)
incorporating travel speed and entrained air below the nozzles to
estimate spray drift potentials from boom sprayers. The accuracy
of these programs was tested under field conditions to assist users
to choose a proper program to predict drift deposits from ground
sprayers (Kruckeberg et al., 2011).

2.3. Harvesting and machinery design

2.3.1. Cleaning fan
In modern harvesting machines, one of the critical factors to ful-

fill the current demand of capacity and output under a wide range
of field and crop conditions is the capacity of the cleaning fan. With
Fig. 6. Simulated convergent flow fields of two mechanical shields attached on spray bo
et al., 2002b).
the increasing power and output demands of the modern grain
combine, the cleaning section capacity has become a limiting factor.
In order to obtain an effective cleaning action, the fan has to gener-
ate a forceful and even air flow over and through the complete
width of sieves. The most readily achieved method of increasing
the cleaning capacity is by increasing the width of the combine
and the sieves to spread the crop material across a wider area in a
thinner veil. Increasing the width of the cleaning sieves, so as to
increase cleaning section capacity, also involves having to modify
the air flow across the increased size of the cleaning sieves. The
inherently uneven air distribution of cleaning fans is accentuated
with an increase in the width of the cleaning fans. Several research-
ers have studied air flow in combine cleaning shoes. Streicher et al.
(1986) measured air velocities at multiple locations in the combine
cleaning shoe during harvesting of wheat at material other than
grain (MOG) flow rates of up to 10 kg s�1. They found that in gen-
eral, velocities in the chaffer decrease as total material flow rate
(grain and MOG) increases. However at intermediate total material
flow rates, velocities at the rear increase slightly.

Peters (1995) suggested geometric changes to the paddle fan to
obtain an efficient cleaning action. They presented a cleaning fan
with two outlets, with the first outlet having two ducts for improved
air circulation. Jonckheere (1997) patented a centrifugal fan, modi-
fied to have a cross-flow inlet opening throughout its width as in a
cross-flow fan in addition to the well known traditional side inlets,
installed in generally volute-shaped fan housing with two outlets.

Gebrehiwot et al. (2010) investigates the effect of an additional
inlet opening on the performance of the cleaning fan using CFD.
They combined simulations with experimental measurements by
hotwire anemometers, to study the influence of a cross-flow open-
ing on the performance and flow distribution of a forward curved
wide centrifugal fan with two parallel outlets. Three forward
curved fans of the same dimension were considered (Fig. 8). Fan-
I is an ordinary forward curved centrifugal fan with two axial in-
lets, while fan-II and fan-III have a cross-flow inlet in addition to
the axial inlet opening in fan-I.

To assess the effect of the cross-flow opening on the perfor-
mance of the centrifugal fan, CFD simulations were performed.
The transient, three-dimensional, viscous, incompressible URANS
equations were solved and the Re-Normalization Group (RNG)
k–e was used as a turbulence model. The calculation is performed
unsteady, because of the highly transient flow in the blade chan-
nels. The velocity vector plots of the cross-flow opening of fan-II
and fan-III at no load are shown in Fig. 9. The cross-flow opening
of fan-II (Fig. 9a) is actually not fully an inlet, as air is coming
out of some parts of it. There is a relatively large amount of air
coming out of the frontal middle area across the width. In the other
parts of the opening, air is entering the fan through this opening at
a relatively smaller velocity. Thus, even when running at no load
this opening is not completely an inlet. Close monitoring of the
flow in this opening shows that a small net amount of air enters
the fan. Fig. 9b shows that in fan-III, closing the mid section of
the cross-flow opening through which flow is observed to come
out in fan-II, did not improve the situation as large amount of air
comes out through the frontal area of the cross-flow opening.
oms to prevent droplet drift: (a) double-foil shield, and (b) tent shaped shield (Tsay



Fig. 7. CFD simulated droplet trajectories passing through a pear tree for the air assisted tower sprayer equipped with (a) hollow cone nozzles and (b) flat fan nozzles
(Endalew et al., 2010c).

Fig. 8. Geometrical configuration of the fans under consideration (Gebrehiwot et al., 2010). Fan-I is an ordinary forward curved centrifugal fan with two axial inlets, while
fan-II and fan-III have a cross-flow inlet in addition to the axial inlet opening in fan-I.
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Using the CFD simulation results, Gebrehiwot et al. (2010) ob-
served that availability of the cross-flow opening increases the
flow rate created by the fan at low loads. At higher loads however,
all fans generate similar flow rates. Comparison between measure-
ments and simulations showed that the three-dimensional URANS
CFD simulations could predict the performance of the cleaning fan
with an error of less that 10%.

CFD modeling allows the prototypes of the harvesters to be
developed and tested to obtain essential parameters for engineer-
ing design without building a physical prototype, which requires
more time and is relatively expensive. Consequently, the CFD mod-
eling allows the harvester designs to be more easily optimized, cre-
ating greater control over the physical process of gas-particle
separation. In this research, the three dimensional design of nut
harvester geometry was computationally generated based on an
initial prototype of commercial almond-harvester developed by a
commercial manufacturer (Flory Industries, Salida, CA).

Ponpesh and Ken Giles (2008) applied CFD modeling to improve
the design of a nut harvester in order to reduce particulate matter
emissions while maintaining product quality and harvesting speed.
Fluent� was used for the simulations and the realizable k–e and
Stochastic Lagrangian Discrete Phase Models were used to study
the gas-particle flow in the harvester. Model validation was per-
formed using experimental measurements of static and dynamic
pressures of the flow fields, particle flow pattern and collection effi-
ciency. Fig. 10 shows the velocity vectors in the separating cham-
ber. The velocity of the gas flow is relatively low and essentially
equal to zero at the bottom of the separating chamber. As indicated
by Ponpesh and Ken Giles (2008), this may benefit the collection
efficiency of the particles by minimizing particle movement and
the re-entrainment of the particles into the gas stream which pro-
ceeds toward the outlet. The velocity is increased during the semi-
circular section and is decreased toward the outlet. Larger (heavier)
particles moving at a lower speed are exerted by greater centrifugal
force become detached from the flow and driven toward the wall of
the separating chamber. In addition, the simulated vectors of veloc-
ity predict some recirculation near the upper wall of the outlet
section, slightly down stream from the semicircular section.

Concerning the comparison with experimental data, although
in general there was a good agreement between measured and



Fig. 9. Velocity vector plots of the cross-flow opening at no load: (a) fan-II and (b)
fan-III (Gebrehiwot et al., 2010).
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simulated (CFD) results, there was some deviation between the
pressure from the experiments and the simulations at the location
before the flow entering the separating chamber and in the outlet re-
gion. It is possible that this difference arises from the effects on the
flow field of the pitot tubes due to their relatively large dimension
and shape of the probe tips. Other factors such as the uncertainty
of turbulent flow measurement, outlet boundary condition and the
steady state assumption are also pointed out by the authors. In gen-
eral, Ponpesh and Ken Giles (2008) concluded that the CFD model
provided a convenient way to study the effects of essential parame-
ters related to harvester geometry and the operational conditions
which are important for design optimization.

2.3.2. Turbo machinery
CFD may be also employed to assess the performance of turbo

machinery. Combined with measurements provide a complemen-
tary tool for simulation, design, optimization and analysis of the
flow field inside a turbo machine. Zhang et al. (1996) computed
the three-dimensional viscous flow in a blade passage of a back-
swept centrifugal impeller at the design point using the standard
k–e model. Studies by Dilin et al. (1998) and Thakur et al. (2002)
for a centrifugal blower, Muggli et al. (2002) for a mixed flow
pump, Yedidiah (2008) for design of a centrifugal pump and Miner
(2000) for axial and mixed flow pumps also demonstrated the
accuracy of CFD for turbo machinery performance prediction.

2.4. Greenhouse systems

Greenhouses play an important role in the field of agriculture,
allowing the grower to have more control on the environmental
factors that govern the behavior of crops. Failure to maintain con-
sistent appropriate levels of climate conditions within greenhouses
may lead to a decrease in the quantity, quality of the crop, and re-
duced resource efficiencies in crop production. Proper greenhouse
climate control and management of resources in greenhouse crop
production systems require feedback control systems that receive
environmental measurements using sensors, which may have lim-
itations in sensitivity and spatial distribution. Furthermore, exper-
imental studies for greenhouse ventilation and aerodynamics
analysis are costly, time consuming and unpractical. Hence, model-
ing can be utilized as a preferred tool to study the details of green-
house environments. However, the behavior and interactions of
the environmental factors of a greenhouse are complex involving
a number of physical and chemical properties of matter that are
challenging to model. Researchers have used various methods to
understand these complex phenomena within controlled environ-
ments crop production systems.

Amongst various experimental methods used to study green-
houses are tracer gases, full-scale and small-scale greenhouses
equipped with appropriately distributed sensors, energy balance
methods, numerical wind-buoyancy effect models and wind tun-
nels (Lee and Short, 2000). Boulard and Draoui (1995) compared
three types of tracer gases: CO2, NO2 and water vapor to measure
ventilation rates in the presence and absence of crops. Molina-
Aiz et al. (2004) used smoke pencils to determine the direction
and overall streamline behavior of the air flow.

Besides conventional CFD methods, researchers have used other
approaches to computationally simulate climate conditions.
Jimenez-Hornero et al. (2005) used a computational numerical
approach involving a lattice Bathnager, Groos and Krook (BGK)
model to describe natural ventilation without considering the
effect of buoyancy. The results were similar to that generated by
CFD. This method has some limitations, including the need to
empirically calculate geometry-dependent constants. Abbes et al.
(2010) modeled a tunnel greenhouse using a pseudo bond graph
model approach that coupled heat and mass transfer. The method
assumed complete uniform homogeneous conditions within the
greenhouse and therefore did not require the same computational
capacity as conventional CFD.

2.4.1. Greenhouse ventilation
Bartzanas et al. (2004) and Fatnassi et al. (2006) simulated the

use of nitrous oxide (N2O) as tracer gas and fitting the data to an
exponential decay equation calculated greenhouse ventilation rate.
Hong et al. (2008) concluded that simulated tracer gas models, as
opposed to experimental methods, were a more accurate method
of calculating ventilation rates, as the vents could serve as both in-
let and outlets at the same time, which is difficult to determine
experimentally.

Natural ventilation is the most commonly used greenhouse
cooling process around the world since most of greenhouses are
naturally ventilated. Hoxey et al. (1993) studied wind load codes
for different greenhouse designs generating detailed information
on airflow profiles due to wind loads on structures. Mistriotis et al.
(1997) focused on studying greenhouse ventilation systems with
maximum efficiency and optimum vent configuration. Kacira et al.
(1998) determined air exchange rates for multispan sawtooth
greenhouses. The study showed that the side vent openings in all
cases had a significant effect on ventilation, which was directly
and linearly proportional to the outside wind velocity in the
0.5–2.5 m s�1 range. Boulard et al. (1999) studied the incoming
and outgoing airflow patterns in a single span greenhouse and com-
pared the results with experimentally obtained values. Their results
were often qualitative because the spatial density of the measure-
ments was not dense enough to allow detailed comparisons with
the simulation, except for some places such as in the opening. When



Fig. 10. Vectors of velocity on the midplane (top) and on the intersectional plane (bottom) within the separating chamber from CFD simulation using realizable k–e model
with 2nd order upwind computational scheme and the non-equilibrium wall functions, (Ponpesh and Ken Giles, 2008).
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comparison was possible good agreement was found between mea-
sured and simulated values. They analyzed airflow and temperature
patterns induced by buoyancy forces through greenhouse roof open-
ings using Rayleigh-Benard convection pattern. The last authors
showed that this method stressed the origin of the convective
motion and the air renewal as being due to a temperature gradient
taking place over the whole height of the greenhouse, rather than
over the height of the vent section only.

Lee and Short (2000) considered the effects of wind speed, wind
direction, vent opening sizes and the presence of crops on natural
ventilation rates of a Quonset type greenhouse and concluded that
CFD was an effective method for evaluating the relative perfor-
mance of alternative designs of greenhouse structures and air dis-
tribution patterns inside and outside the greenhouse. However, the
results presented in their study were not validated against exper-
imental measurements. Campen and Bot (2003) showed that the
ventilation flux for the whole greenhouse is linearly proportional
to the wind speed and that wind direction can have a significant
effect on ventilation rate, up to 50% in some cases. Depending on
the wind direction, the difference between measured and simu-
lated values was between 7% and 60%. The last authors did not take
into account the buoyancy effect directly but only by imposing the
50% of incoming solar radiation on the ground which then trans-
ferred into sensible heat. Teitel et al. (2008) investigated the effect
of different wind angles on ventilation rates and air flow pattern
and found that the direction of wind affects the flow pattern signif-
icantly. Though quantitatively their numerically predicted results
were in reasonable agreement with estimates of ventilation rates
obtained by a model given in the literature, quantitatively, their
CFD simulated air velocity values had large differences with the
measured ones at most measurement points of the roof openings.
Thus, they mention that there may be several reasons for this re-
sult. Usually in real greenhouses, the heat loads due to solar radi-
ation on the crop, the structure elements and the greenhouse
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cover are not homogeneous while in simulations they are com-
monly assumed uniform. In addition, as indicated by Norton
et al. (2007), there have been many situations where the standard
k–e model failed to sufficiently represent the turbulent regime,
with predictions often proving to be totally inaccurate. Yet due
to its favorable convergence behavior and reasonable accuracy
the standard k–e model is routinely used.

Shklyar and Arbel (2004) studied the velocity profiles and
streamlines to understand the effects of wind direction and vent
angles, whether they are windward or leeward (Fig. 11). They
pointed out that the symmetry arguments used to simplify CFD
modeling from 3D to 2D may not be valid in the general case, espe-
cially when the wind direction is arbitrary.

Kacira et al. (2004a) studied the effect of side vents and number of
spans in a gothic greenhouse equipped with continuous roof vents
on the leeward side of each ridge (Fig. 12). Without the existence
of buoyancy effect in the computations, the ventilation rate in-
creased linearly with the external wind speed. The ratio of the open-
ing of the ventilator area to the greenhouse floor area studied was
9.6%, and it was found to be small compared to the recommended
minimum ratios of 15–25% for proper greenhouse exchange rates.
The results showed that a significant reduction in ventilation rate
was determined as the number of spans was increased (i.e. from 6
to 24 spans) and an exponential decay described the relationship
between the ventilation rate and the number of spans (Fig. 12a
and b). However, it has to be noted that the above authors did not
validated their simulated results by experimental measurements.

Kacira et al. (2004b) indicated that in naturally ventilated
greenhouses, depending on the vent configuration, it is observed
that air entering the greenhouse from vent openings tends to travel
along the ceiling and leaves the greenhouse without reaching the
plant canopy zone, thus limiting the effectiveness of air exchanges
in the plant canopy zone for air renewal. The 3D CFD study (Fig. 13)
showed that the maximum greenhouse ventilation rates were
achieved when rollup type side vents, as opposed to butterfly side
vents, were used in the side walls and both side and roof vents
were fully open. The rollup side vents considerably enhanced the
ventilation rate in the plant canopy zone for the two span green-
house design investigated. The CFD model used in this study was
validated against experimental data with acceptable quantitative
agreements between the CFD simulations and experimental
results.

Bartzanas et al. (2004) studied greenhouse velocity profiles and
ventilation rates in a greenhouse with tomato crop and under four
vent configurations. After validation of the CFD model against
experimental values, they showed that the largest ventilation rate
did not necessary correspond to the best greenhouse air tempera-
ture and velocity distribution. Molina-Aiz et al. (2004) modeled
Fig. 11. CFD generated streamline illustrating the airflow through a pitched roof
greenhouse (Shklyar and Arbel, 2004).
air ventilation within an Almeria-type greenhouse. The results
showed a chimney effect in which air came in through the side
vents and hotter air left the greenhouse through the roof vents
and verified the importance of roof ventilation in multi-span
naturally ventilated greenhouses. Their model was validated by
comparing the numerical results with experimental data. The dif-
ferences between values predicted by the CFD models and those
measured were from 0.0 to 0.36 m s�1 for air velocities, and from
0.1 to 2.1 �C for air temperatures. A canarian type greenhouse with
insect screens was simulated by Majdoubi et al. (2009). The numer-
ical solution showed flow patterns that indicated a strong flow from
the windward openings to the leeward openings, with air loops
being developed due to buoyancy forces. Simulated data concluded
that even low wind velocities created a strong wind-wise current
above the canopy with a lower reversed wind profile in the canopy
area.

Greenhouse ventilation flow is usually associated with turbu-
lent motion. A study by Mistriotis et al. (1997) assessed the use
of different turbulence models in CFD. The more popular and
widely used model is the k–e model. Researchers have updated
the original k–e model by adding specific volumetric terms that
do well to predict the dissipation nature of the airflow, such as
the Chen–Kim (CK) model and the ReNormalization Group (RNG)
model (Mistriotis et al., 1997). To verify that the k–e model being
used is accurate, Mistriotis et al. (1997) simulated published exper-
imental air flow profiles using the three turbulence models dis-
cussed above to both validate the models. The results were
qualitatively compared and the CK and RNG models seemed to
be most accurate in recreating the experimental results. Bournet
and Boulard (2010) stated the realizable k–e model is more accu-
rate than the standard j–e model in describing turbulent flow with
recirculation and rotation and strong pressure gradients. Teitel
et al. (2008) used the standard k–e model due to the dimensions
and velocities existed in their study and the flow was turbulent.
They indicated that the standard k–e model has a compromise
between acceptable computational cost and modeling accuracy
for turbulent flow simulation, thus it has a favorable convergence
performance with reasonable accuracy and is routinely used. It
was pointed out that inaccuracy in modeling results occur when
predicting flows under adverse pressure gradients, impingement
flows and flows with strong streamline curvature which are com-
mon in greenhouse ventilation processes. However, some studies
using k–e equation (Fidaros et al., 2010) mentioned that, the real-
izable k–e model did not provide significantly different results, but
required more computational time (Shklyar and Arbel, 2004).

2.4.2. Greenhouse heating
Buoyancy plays an important role in airflow in greenhouses. Var-

ious researchers considered the buoyancy effect using Boussinesq
model in CFD simulations (Bartzanas et al., 2004; Majdoubi et al.,
2009; Fidaros et al., 2010). Lee and Short (2000) and Kacira et al.
(2004a) did not consider the buoyancy effect, as it was considered
negligible compared to the air exchange rate studied. Campen and
Bot (2003) confirmed the validity of this assumption experimentally
and concluded the effect of buoyancy was minimal in many cases.

CFD simulations by Tadj et al. (2010) described the greenhouse
climate heterogeneity caused by buoyancy forces using different
heating configurations. Combinations of heating pipes and air
heaters were investigated. They validated their CFD model against
experimental data and their measured air velocity values were
11–16% lower than the simulated values and their measured air
temperature values were 12–17% higher than the simulated ones.
Fig. 14 presents the air temperature distribution in a tunnel plastic
greenhouse heated by heating pipes placed close to the grow gut-
ter (about 0.3 m from greenhouse ground). The isotherm spreads
along the heating pipes from the center towards the walls. These



Fig. 12. The effect of span numbers on greenhouse ventilation rate with fully open windward and leeward side vents and roof vents (a) and only roof vents (b) (Kacira et al.,
2004a).

Fig. 13. The effect of side vent configuration on plant canopy zone ventilation, air flow pattern and air exchange process with (a) roll up side vents and (b) butterfly type side
vents (Kacira et al., 2004b).
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two regions split off in the middle of the greenhouse to ascend
away from the heating pipes to greenhouse roof forming a thermal
plume. The same temperature pattern was observed by Pretot et al.
(2000) who investigated the natural convection on a horizontal
plane. Most of the temperature gradients occurred near the green-
house ground and the roof, while air temperature remains almost
constant and stable in most of the greenhouse volume. Tadj et al.
(2010) mention that the combined use of heating pipes and air
heater enhanced plant activity and reduced the condensation rate.
However, this combination led to an increase in energy consump-
tion of up to 19% and created a more heterogeneous climate distri-
bution compared to the case in which only heating pipes were
used. The greenhouse air volume was split into two regions: one
occupied by the crop where natural convection dominated, and
one above the crop where the hot air from the air heater resulted
in a different microclimate from the lower part of the greenhouse
(crop level), and the convection mode changed to mixed or forced
depending on the distance from the air heater. The above findings
suggest that in case a combined system is used, the position of the
exit of hot air from the air heater is very important and it would be
probably better to be located at the level of the crop, homoge-
neously distributed along the greenhouse by a perforated tube.
2.4.3. Radiation transfer and distribution
The effect of solar radiation in the greenhouse system is a dy-

namic phenomenon (Fidaros et al., 2010) (Fig. 15). However, in the
majority of the earlier studies that used CFD, there was no simulta-
neous solving of the coupled radiative and convective transfers. In
fact, the radiative transfer equation (RTE) was not solved using a
radiation model but by imposing wall temperature at an assumed
value to simulate solar radiation, as was the case for Kacira et al.
(1998) and Bartzanas et al. (2004). Other authors (e.g. Mistriotis
et al., 1997) set specific heat flux physical boundary conditions. In
order to account for multiple radiative exchanges between the
different components of a greenhouse, suitable models were inte-
grated (i.e. solar and atmospheric radiative components, Bournet
et al., 2007). Although different approaches for solving the RTE exist,
i.e. the P1 radiation model, it seems that the Discrete Ordinate (DO)
model has been the most utilized in greenhouse applications (Bour-
net et al., 2007), as is also the case in the study by Kim et al. (2008),
which allows for the solution of radiation at semi-transparent walls.

Bournet et al. (2007) used a more complex model in which short-
wave and longwave radiation was considered separately, while
accounting also for the interactions between the different parts of
the greenhouse and the radiation. Recently, Baxevanou et al.



Fig. 14. Vertical cross sectional view of air temperature contours in the middle of a greenhouse heated by pipes (Tadj et al., 2010).

Fig. 15. Simulated PAR radiation distribution in high tunnel greenhouse at constant ambient temperatures at two different times of the day (Fidaros et al., 2010).
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(2010) developed a CFD model to investigate the distribution of solar
radiation in a naturally ventilated arc type tunnel greenhouse and its
influence on greenhouse microclimate, taking into account the
external incident radiation distributed in three wavelength bands
and the radiometric properties of the involved materials. The model
was used for predicting solar radiation and air temperature distribu-
tion under different solar radiation inclinations and greenhouse
covering materials. Fig. 16 presents the distribution of photosyn-
thetically active radiation (PAR) for different values of solar radia-
tion inclination. The cover material allows 83% of the incident
radiation to be transmitted inside the greenhouse. Part of this radi-
ation is reflected by the plants (22%) while that part of PAR that is ab-
sorbed heats the crop which radiates at much higher wave lengths.
The intensity of PAR inside the greenhouse is time and angle depen-
dent and presents almost uniform distribution over the plants for
angles around solar noon (cases b–d). Nevertheless, in all cases the
maximum PAR intensity is reaching roughly the same value, illus-
trated in this way the effectiveness in the homogeneous distribution
of solar radiation of greenhouses with arc roof compared to green-
houses with other roof designs. Further elaboration of the above
model could help greenhouse designers to find the best greenhouse
shape for each location in order to optimize radiation interception
according to the crop needs.

Tong et al. (2009) simulated temperature distribution in a
Chinese solar greenhouse for varying solar conditions using time
dependent CFD models and validated the results by experimental
measurements. The study evaluated the cloudy and clear condi-
tions and studied the heat flow during both scenarios. The model
underestimated air temperature which suggests that greenhouse
structure absorbed more heat than expected. The results found
during a clear day indicate that only the surface temperatures on
the northwall and the soil are higher than the interior air temper-
atures during the night, so only these surfaces contribute heat to
the interior air to maintain the air temperatures during the night.
However, on a cloudy day, the north wall and roof and the soil
all contribute heat to the interior air throughout the day since
the interior air is not heated significantly by the substantially
reduced solar insulation on the cloudy day. The simulated values
were in very good agreement with the measured one and accord-
ingly the model could be used reliably for several case studies.
Thus, further elaboration of the model will help to evaluate the ef-
fects of different structural design and climatic conditions on the
greenhouse microclimate so as to optimize the greenhouse design.

2.4.4. Greenhouse cooling
Common techniques to cool greenhouses are natural ventilation,

whitening, shade screens and evaporative cooling (Perdigones et al.,
2008). Since natural ventilation is the least expensive and requires
little maintenance, it is more common than other cooling methods.
However, high ventilation rates are not necessarily the best meth-
ods to cool greenhouses as increasing the ventilation rate after a
certain level increases the transpiration level, which decreases the



Fig. 16. PAR distributions for different inclinations of the incident solar radiation (a–e) (a) �60�, (b) �30�, (c) 0�, (d) 30� and (e) 60� (Baxevanou et al., 2010).

Fig. 17. Cross sectional simulated contour map of relative humidity within a greenhouse equipped with fogging (Kim et al., 2008).
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Fig. 18. Velocity vectors of airflow through a greenhouse with side vents open
equipped with insect screens (Fatnassi et al., 2006).
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overall positive contribution of ventilation (Sapounas et al., 2007).
Perdigones et al. (2008) suggested that evaporative methods of
cooling are the most efficient way of maintaining lower tempera-
ture and increasing humidity in greenhouses. Franco et al. (2011)
modeled different geometries of evaporative pads using a validated
CFD model. The relationship between air velocity, porosity and
pressure drops was investigated. Differences between simulated
and experimental results from a custom built pad apparatus ranged
between 9% and 16%. Although there have been researchers who
modeled humidity using an integrated species model (Sapounas
et al., 2007), there are few cases that use CFD to model humidity
levels of a greenhouse equipped with fogging. Kim et al. (2008) used
the discrete phase model in which the equation predicted the tra-
jectory a fog droplet by integrating the force balance equating the
particle inertia with the forces acting on the particle (Fig. 17). Heat
balances were utilized to predict convective and latent heat trans-
fers between the particle and the continuous phase. The simulation
data was in good agreement with the experimental data, with
errors that ranged between 0.1% and 18.4%.
2.4.5. Crop simulation
Transpiration from greenhouse crops is a very involved process

because it alters the local climate, which ultimately modifies the
conditions that effect transpiration. Bartzanas et al. (2004) utilized
a user-defined function (UDF) for crop water and heat exchanges
without the use of a radiation model. Sensible and latent heat
Fig. 19. Simulated distribution of spores concentration within a
exchanges of the crop were modeled using equations involving sto-
matal resistance. The experimental and simulated results varied by
12–15%. However, Wang and Boulard (2000) found that the most
important factor that affects transpiration was solar radiation.
Complete set of equations for the transpiration rate and solar radi-
ation estimations were developed and reported by Boulard and
Wang (2002). The last authors used a UDF to simulate solar energy
partition into sensible heat and latent heat, and couple solar radi-
ation with convection and plant physiological properties. Other
authors (Sapounas et al., 2007) used a crop porous medium model
with UDF to simulate crop evapotranspiration. Fatnassi et al.
(2006) used a dynamic model that described the physical effects
of the porous medium, which also involved a macro-model of heat
and mass transfer between the crop cover and air. However, to the
best of our knowledge, none of the above studies was able to take
into account and simulate the thermal negative feedback effects
linked to the energy balance and the hydrological negative feed-
back effects linked to the water balance that contribute to the
reduction of stomatal control on transpiration rate (Aubinet
et al., 1989). Accordingly, it seems that much work needs to be
done in order to be able to simulate crop sensible and latent heat
exchanges under suboptimal climate conditions i.e. conditions that
induce crop stress and may lead to stomatal and transpiration rate
reductions, as is the case many times in real situations.

2.4.6. Crop protection
New insect pests have made the use of insect-proof screens

necessary in controlled environments. Fatnassi et al. (2006) used
CFD to study the effect of screens on airflow behavior so that
greenhouse design may be updated to accommodate screens use
(Fig. 18). The simulated data concluded low wind efficiency, which
was due to the presence of the screen and the presence of parti-
tions within the multi-ispan greenhouse used. Teitel (2010) inves-
tigated the validity of certain existing models to estimate the
permeability and inertial factor of different insect screens. The
multi-span greenhouse and domain (Boulard et al., 2010).
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study also compares the insect screen porous media method
to that of a more realistic woven screen model. Results from both
methods, using the k–e turbulence model, were in good
agreement.

Researchers modeled insect screen as porous media explicitly
by means of the Darcy–Forcheimer equation (Molina-Aiz et al.,
2004; Majdoubi et al., 2009). Boulard et al. (2010) combined a par-
ticle dispersal Eulerian model with validated greenhouse microcli-
mate dynamic CFD models to study Botrytis cinerea spore dispersal
within a greenhouse domain during day and night (Fig. 19) The
particle dispersal model was validated using spore balance exper-
imental data using a Petri dish method, which found good agree-
ment with simulated data. The last authors concluded that spore
development is governed by the ventilation configuration and
insect screens use.
3. Discussion

3.1. Future challenges for CFD modeling in precision crop production

CFD is the art and science of analyzing and simulating systems
in which a fluid flow is of central interest and in which heat and
mass transfer and chemical reaction may take place. Its advantages
over conventional experimental studies are substantial reductions
in lead times and development cost, availability to study systems
where experiments are not possible and ease of performing a large
range of parametric studies for optimization. Although it starts
from the design process in industry it has been rapidly used to
other application including the greenhouse sector. In the present
paper the basic applications of CFD for precision crop production
was presented and analyzed. However there is a lot of work to
be done and challenges for CFD modelers.

Analyzing soil dynamic behavior using CFD simulation will
help in optimizing the design of tools with different shapes in or-
der to reduce energy demand and to help modeling deferent
types of soil-tool interaction based on their visco-plastic parame-
ters. Important issues that are needed to be addressed for predict-
ing performance of tillage tools with a numerical approach
include tool geometry, dynamic nature of the task, complex soil
characteristics and effectiveness of constitutive models. Since
most of the recent studies on tillage mechanics using CFD consid-
ered single phase soil medium, further study should be conducted
on the compressible soil considering the pore spaces at different
soil conditions. Sensitivity studies need to be conducted on the
effect of soil visco-plastic parameters on soil failure front, soil fur-
row formation and energy requirement. Study need to be con-
ducted for soil deformation pattern and force prediction with
different rake angles of the tool and with different shapes of
the tool. Dynamic analysis of tillage for an implement with multi-
ple tines for optimization of soil disturbance with the perspective
of conservation tillage should also be investigated.

The interest for growing crops on artificial substrate in green-
houses is mainly due to the strong dependence of plant production
on environmental conditions, and to the fact that optimum growing
conditions are rarely met under open field conditions because of a
poor water and mineral availability. While the volume of water
consumed by the plants is known almost instantaneously, moisture
variations within the growing medium (soil or substrate for green-
house soilless crops), particularly dry and saturated zones are not
precisely located. Accordingly, it would be important to determine
the dynamics of water and nutrients in the growing medium be-
cause this would allow better time and space management of the
water and nutrient supply according to plant needs during each
step of the crop cycle. The motion of water in rockwool slabs used
as growing substrate for a sweet pepper crop was simulated using
CFD by Bougoul and Boulard (2006) but similar studies have not
been found for water or nutrients motion in other growing medium
or in the soil.

CFD simulations provided useful tools to determine relative ef-
fects of variables on droplet trajectories under complicated field
conditions and assisted engineers to choose optimal sprayer
parameters to maximum pesticide spray application efficiency.
However, due to field conditions are mostly uncontrollable, current
CFD simulations on pesticide spray applications are incapable of
accurately predicting droplet movements and air flow from field
sprayers. Consequently, only the simple models are available to
determine the relative influence of different variables on sprayer
performances. This situation will continue until we have new tech-
nologies that are able to incorporate these uncontrollable variables
from real time field conditions into CFD simulations.

The CFD model has provided a convenient way to study the ef-
fects of essential parameters related to harvester and machinery
geometry and the operational conditions which are important for
design optimization. However more work is needed for accurately
validating the CFD results and extending the use of CFD not only
for optimizing the designing process but for operational control
also.

Although a lot of works have already been published for analyz-
ing the spatial distribution of greenhouse microclimate and its
structural and design specifications, applications or incorporations
of CFD models in general greenhouse climate models is not yet
standard. Solving such complex problems requires a great deal of
computational power. However, high-performance computing
(HPC) is becoming increasingly accessible, scalable and affordable
and they can easily operate, and integrate with existing infrastruc-
ture and tools. Development has to be focussed on the application
of modeling the climate spatial distribution in the greenhouse sys-
tem, enabling design of the system with homogeneous climate at
design conditions. Problems to be solved are quantification of the
interaction between the crop geometry with the flow pattern,
modeling of evaporation, modeling of thermal and solar radiation,
modeling of ventilation and choosing the proper sub-model for the
effect of turbulence. The application in control is far away due to
the complexity and time consuming calculations of this kind of
modeling. Combination of CFD, mechanistic and black box model-
ing with on line parameter estimation as used in the principle of
imperfect mixing may be applicable for a more precision green-
house climate control.

To ensure CFD simulations are more than just theoretical
exercises, experimental validation is necessary. However, there
are usually differences between experimental and numerical
studies. These differences are mainly due to the use of empirical
values for transpiration, equivalent porous and turbulence mod-
els which are very sensitive to air velocity and relative humidity
variations. For example in greenhouse environments the flow
can be laminar or turbulent according to the prevailing climate
variables. In many cases, various modes of turbulent flow co-ex-
ist. However, the usually used high Reynolds number k–e turbu-
lence model, cannot treat the flow accurately in the whole
computational domain, as the flow is separated in regions with
high and low Reynolds flows and even in subregions where
the flow is allocated to transitional mode. The turbulence models
k� e; k�x k� �u2, SST are proposed to overcome significant spa-
tial resolution problems, while the LES and DNS approaches ap-
pear serious difficulties to be applied in mixed low and high
Reynolds flows due to mesh and CPU demanding requirements,
according to Wilcox (2006). Recently, a predictive laminar to tur-
bulent flow transition model has been incorporated in the ANSYS
CFX 10.0 (Anon, 2006) software. However, no research employ-
ing this model is yet available and the approach has not been
experimentally validated to date.



Fig. 20. The basic physical components of the diagnostic system (Bochtis et al., 2011).
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3.2. CFD in decision support systems for precision crop production

The complexity and importance of agricultural operations man-
agement has increased as agriculture has adapted capital-intensive
production systems, thereby stimulating the development of more
formal planning techniques. Also, during recent years the general
trend towards sustainable farming practices has shifted the very
nature of farm planning. From mainly dealing with the traditional
way of planning what to do – which crops to grow and which ma-
chines to use – the focus has been moved towards problems of how
to schedule and carry out different operations. CFD can be com-
bined with other models and experimental devices and it can be
effectively be a part of decision support tools in precision crop
farming.

Recently Bochtis et al. (2011), presents a diagnostic tool which
involves a combination of a sensors network for the acquisition of
real-time data in order to provide the actual conditions within the
biomass storage facility and a real-time computational fluid
dynamics (CFD) modeling approach fitted with selected updated
weather data in order to provide the predicted conditions within
the storage facility assuming ideal conditions with no interfering
events. The two conditions (actual and predicted) are depicted
graphically in a user interface allowing the user to evaluate the
deviation between the two conditions and decide if preventive ac-
tions are required. The principal components of the diagnostic sys-
tem (Fig. 20) include, a sensor network functioning as a data
acquisition unit, a wireless communication unit for the transmis-
sion of sensor data to an on-site data storage unit, a data storage
unit, a central server running the CFD model and a user interface
for visualization purposes. In the near future it is anticipated the
CFD models will be used more often in such systems enabling a
more precision crop production.

Further studies are also needed to analyze the effect of CFD sim-
ulation on resource savings and climate control applications. As an
example, Franco et al. (2011) evaluated the effect of several cellu-
lose evaporative cooling pads used in Mediterranean greenhouses.
Since evaporative pads make it more difficult for outside air to flow
into the greenhouse, less resistance to air flow means lower energy
costs, as the fans require less energy to maintain the ventilation
rate. Therefore, CFD modeling was used to simulate new pad
designs that reduce resistance to the flow of air and therefore
increasing their efficiency as a key factor for reducing costs.

The perspectives of this diagnostic system, and maybe similar
systems using CFD models, is to be integrated on farm manage-
ment information systems where the visualization and alerting
can involve multi-delivery mechanisms such instant messaging
through e-mail, or wireless devices (e.g., cellular phones). This con-
tinuously updated information will provide the manager a solid
basis for necessary preventive measures in precision crop farming.
4. Concluding remarks

CFD modeling has been successfully used for precision crop
farming. Application of CFD to tillage has been proved to be an
important tool in addressing many unresolved issues related to
dynamic soil-tool interaction. Modeling of energy requirement
and predicting of soil failure patterns in large soil deformation dur-
ing tillage have been successfully analyzed by CFD modeling. CFD
simulations also advanced the improvement of pesticide sprayer
efficiency for crops comprising of many varieties and species. Fu-
ture CFD models should accommodate inconsistent canopy struc-
tures and weather conditions with sprayer design and operation
to demonstrate real-time droplet trajectories. However the major-
ity of CFD studies for precision crop production are focusing on
greenhouses. CFD modeling enables researchers to model and eval-
uate wide ranges of climatic conditions for a given greenhouse sys-
tem offering to study and compare a number of scenarios to
optimize greenhouse aerodynamics and designs. However, experi-
mental data collection and reference data are essential for both
establishing the boundary conditions required for the CFD models
used and validating the model and results obtained. Until today,
majority of the CFD modeling studies for greenhouse aerodynamics
were primarily based on two-dimensional analysis. This helped
researchers to minimize the complexity of the modeling involved
in the problem and also reduced the computational time. However,
three dimensional modeling was needed to study the circulating
patterns of wind and varying external wind directions and is espe-
cially needed to characterize the uniformity of greenhouse interior
climate under various crop, cooling system settings and greenhouse
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designs. There have been studies on greenhouse air flow, ventila-
tion rates, inclusion of radiative heat transfer and crop resistance,
however, research on greenhouse cooling with evaporative cooling
especially with high pressure fogging under naturally vented condi-
tions has been lacking. Future CFD studies must identify what kind
of exchange processes between greenhouse system, its surrounding
and crop and complexity of the model must be involved in the anal-
ysis to establish more realistic simulations for a given problem.
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